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Worshop Description

In our workshop we will focus on the challenges for computer science 
and the sciences in general. We want to discuss and reflect on the 
possible paradigm shift in computer science, the move from logic and 
algorithmic certainty to probability and LLMs as story machines.



Engines of Logic to
Engines of Bullshit?

Bullshitting is speaking as 
with confidence while 
having no interest in 
whether the statements 
being made are true. 
Liars have a relationship to 
the truth, which they are 
deliberately choosing to 
disregard, but bullshitters 
are gloriously untethered by 
facts. 



New paradigm! What 
was the old one?

• Paradigm shift, in a “scientific 
revolution”
• Which has been unfashionable 

with historians of science since 
the 1980s

• Versus “normal science” 
building incrementally on 
existing paradigm

• Underlying meaning of 
paradigm is a tangible example 
of problem-solving power



AI history series in Communications of the ACM

June 2023 December 2023 February 2024



November 2024    Feb 2025? 

Final part, either 
“AI Then and Now” 
or 
“Engines of Bullshit”



How did AI and CS center on 
“algorithmic certainty” in the first 
place?
(main part of talk)



Dartmouth Summer Research Project, 1956

• Proposal funded by the Rockefeller Foundation
• Approx 20 people attended, most for short periods
• Including four men later memorizalied as the cofounders of AI
• John McCarthy (right rear)
• Herbert Simon
• Allen Newell
• Marvin Minsky (center rear)





Institutionalizing AI
• Three earliest centers for AI research in the US

• MIT (Minsky, McCarthy) in 1958“with two programmers, a secretary, a 
typewriting machine and six graduate students.”

• Stanford (McCarthy) AI Project 1962, SAIL in 1965, CS Dept in 1965
& Stanford Research International

• Carnegie Mellon (Newell & Simon), CS Dept 1965
• Computer Science programs & depts develop in parallel with AI

• DOD ARPA is biggest funder of computing projects in 1960s
• AI labs receive extensive funding, esp. MIT with Project MAC
• First CS PhD graduates in 1968
• AI culture centers on system building over theory for doctoral projects

• According to most rankings, the top global CS departments as of 2024 
are

1. MIT
2. Stanford
3. Carnegie Mellon



The AI agenda of the 1960s to 1980s
• Intelligence = things computers cannot currently do
• Symbolic approach wins out over neural networks

• Computers manipulate symbols representing knowledge of the world according 
to algorithmic rules

• Search as the core technique
• Effort to find general purpose reasoning methods that work across 

tasks
• Though specific tasks were selected as test cases

• Assumption that the human brain works the same way
• By the 1970s, increasing focus on knowledge representation and its 

difficulties
• In part as a response to criticisms of naive focus on reasoning methods by 

Joseph Weizenbaum, Herbert Dreyfus, and others



Symbolic AI Concepts

• Search
• Heuristics
• Rewriting of Symbols
• Structured knowledge representation
• Emphasis on implementation over theory



Origins of Computer Science
• 1950s: many leading universities have

• Computer building efforts in electrical engineering groups
• Campus computer centers, to support scientific work

• Circa 1960, first academic programs and then departments in 
computer science
• Computing as area of study in its own right
• Which means it needs its own areas of theory

• Faculty and expertise come from existing disciplines. Including
• Electronic engineering
• Numerical analysis
• Discrete mathematics
• Information theory
• Programming languages & compilers



Tears of Donald Knuth

• One slide – point is CS history not 
being written by either side.



AI was intertwined with 
Computer Science
• Minsky, McCarthy, Newell, 

Simon are among first 11 
ACM Turing Award winners
• Which suggests recognition 

of AI as the most prestigious 
area of the new discipline
• I conceive of computer 

science as an unusually 
federated discipline…



Theoretical Computer Science
• No AI winners between 1975 and 1994
• Awards made to

• Rabin & Scott (1976) for their joint paper "Finite Automata and Their Decision Problem"
• Cook (1982) for "The Complexity of Theorem Proving Procedures” and NP completeness

• Karp (1985) for most notably, contributions to the theory of NP-completeness. 
• Hopcroft & Tarjan (1986), for fundamental achievements in the design and analysis of algorithms and 

data structures.
• Milner (1991), (three distinct things mentioned in citation, incl the study of the relationship between 

operational and denotational semantics.
• Hartmanis & Stearns (1993), established the foundations for the field of computational complexity 

theory.

• Scoreline: Theory 9, AI 4.



Assembling Computer Science (Mahoney)





AI in Early CS Curriculum
• Computer science as a federated 

discipline
• ACM SIGs appear in late-1960s
• First model curriculum 1968

• AI is a obscure elective in 1968 
(M.Sc. students & theory 
specialists)
• 1978: LISP in core course, 

standard undergraduate AI elective
• 1988: AI  & Robotics as one of nine 

core areas of computer science



Minsky & Papert, Perceptrons

• Published 1969
• Minsky’s dramatic disavowal of 

neural nets
• Focused on one simple variety
• But also critical of multi-level 

networks

• Treated in AI folklore as an 
important cause of the exclusion of 
neural net research from AI



Newell – Series of Binary 
Choices

• “1955: Symbolic vs. continuous 
systems, splits AI from cybernetics”
• “1955-65: Problem solving vs. 

recognition, splits AI from pattern 
recognition”
• Though it later “rejoins AI via robotics”

From “Intellectual Issues in the History 
of Artificial Intelligence” (1983)



Physical Symbol System Hypothesis

• Expressed in Newell & Simon Turing Award lecture, titled 
“Computer science as empirical inquiry: symbols and search”
• Most quoted line: “A physical symbol system has the necessary 

and sufficient means for general intelligent action.” These include
• A computer programmed in LISP
• A universal Turing machine
• A thinking human

• Concept is “join of computability, physical realizability (and by 
multiple technologies), universality, the symbolic representational 
of processes (i.e. interpretability), and, finally, symbolic structure 
and designation.”



Aside: Does “Subsymbolic” Make Sense 
Anymore?
• To Newell & Simon, all cognition is symbolic

• Real or simulated neurons are one of many possible physical media for the 
“physical symbol system”

• High level symbolic operations have underlying non-symbolic representations
• But these are interchangeable, the same mental processes can take place in any 

physical symbol system

• If we do not believe this claim then
• In what sense are connectionist approaches SUBsymbolic?



Early Textbooks Entirely Symbolic

• Seven early textbooks 1971-77
• All eight authors had Stanford or MIT degrees

• First really successful textbook is Artificial Intelligence by Patrick 
Winston (MIT)
• No mention of neural nets or connectionism
• Even though Winston specialized in computer vision and machine 

learning

• Other leading textbook of the era gave two sentences
• “Although there have been many attempts to build learning programs starting with a random network, 

none of them have met with any degree of success. For this reason, we will not discuss this approach 
any further here." Elaine Rich, Artificial Intelligence (New York: McGraw-Hill, 1983).



Neural nets did not vanish

• But they were banished from AI and CS more broadly
• Rebranded as “pattern recognition” and “machine learning”
• Tied to robotics
• (apparently) studied mostly in engineering disciplines



Preparing for this workshop

• Has made me think more about the conjunction of
• AI developing as a subfield of computer science
• AI rejecting connectionism to be symbolic

• Not coincidental
• Fundamental intellectual connections between symbolic AI and other 

emerging high-status areas of computer science
• Even though Newell stressed the peculiarities of AI

• 1955-1965: Symbols versus numbers, isolates AI within computer science
• 1955-1965: Heuristics versus algorithms, isolates AI within computer science
• 1955-85: Interpretation versus compilation, isolates AI within computer science



Fragments of my broader project
(short concluding epilogue)



Artificial Intelligence: The History of a Brand

Chapter Era Case Study

Introduction: The Brand That Wouldn’t Die (examples of AI hype)

1: The Birth of a Brand 1950s GPS (General Problem Solver)

2: Institutionalizing the AI Brand 1960s SHRDLU

3: Challenges to the AI Brand Late 1960s & 
1970s

Hearsay II

4: Branding with Knowledge 1970s Mycin

5: Selling AI 1980s Cyc

6: Out of Fashion, AI Tries New Things 1990s Dragon Naturally Speaking

7: Machine Learning Becomes the Hot New Brand 1980s-2010s AlexNet

8:Thanks to Chatbots, AI Finally Conquers the World Present day ChatGPT

Epilogue: What Was AI Anyway?



Interesting AI Shifts in 1990s
• Complicating the “move from logic and 

algorithmic certainty to probability and LLMs as 
story machines”
• First: “Modern AI” (Russell & Norvig) is defined 

around Bayesian, probabilistic approach 
pioneered by Judea Pearl.
• But this is not a big data story

• Second: big data approach comes first in 
statistical approaches to NLP
• But this is hidden Markov models, not neural nets

• Third: neural nets are associated mostly with 
classification, not generation until very recently



AI as a Brand
• Reflects continuities over time in

• Promises made for potential of AI
• Timeline to realization of superintelligence
• Threats of AI

• Versus discontinuities in
• Technologies branded as AI
• Whether specific approaches are branded as AI or not (e.g. neural nets, speech 

recognition)
• And even at a specific moment

• Whether specific technology is branded as AI has more to do with who funds it 
and where it is developed

• Less to do with specific technical content
• Almost nothing to do with any inherent connection to human cognition



Continuities and Discontinuities
20TH CENTURY AI CONTEMPORARY AI

Hugely hyped Spectacularly hyped

Needs fastest computers Needs fastest computers

Applied to arbitrary collection of technologies Applied to arbitrary collection of technologies

Loose connection of tech to cognition Loose connection of tech to cognition

Mostly academic Mostly commercial

Government funded Investor funded

Symbolic Connectionist

Heuristic search Statistical prediction

Humans usually formulate rules System trains itself from mass of data

Knowledge coded explicitly Knowledge dispersed over connection weights

Rarely applied outside lab Widely applied on big tech platforms



Google Ngram (based on large text corpus)


